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ANALYSIS OF EMPIRICAL DATA USING TWO
LOGISTIC LATENT TRAIT MODELS

Logistic latent trait models were introduced by Birnbaum (195,
1958a, 1958b, 1968) for use with binary scored, non-gpeeded achievement
and aptitude tests. For itemized mental tests, a latent trait model
specifies a function which relates the probebility of success on an {item
to the underlying latent traits or abilities which the test measures.l
When a single latent trait is assumed to underlie test performance, the
function is usually called an i1tea characteristic curve. The cholce of
different mathematical forms for the ite" characceristic curve has led to
the development of different latent trait models.

The development of latent trait models rests on two important
assumptions. Por practical reasons it is usually assumed the ftems are
homogeneous in the sense that they measure the same single ability. Accord-
ing to Lord (1968) this assumption cannot be strictly true for most tests,
However It may provide a tolerably good approximation in some instances.

The second assumption i{s that of "local independence," which Implies
that the response of an exaainee to any tast item L3 statistically $ndepend-
ent of his response to any other {tem in the test. To state it in another

vay, in an infinite subpopulation of examinees, all of whom are at the same

ability level, scores on one test {tem will be statistically independent of

15imtlar probabilistic models have been used in bio-assay by Finney
(1952), Berkson (1953) and othere, and in psychophysics beginning with the
vork of Fechner (1860).
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scores on another. (It will be recognized that the assumption of local
independence does not imply that test items are uncorrelated over the total
group of examinees (Lord and Novick, 1968, p. 361). Correlations between
ftems measuring the same ability will, in general, exist whenever the ex-
aminees respnnding to the items differ on the underlying ability measured

by the test.]
Brief Description of the Logistic Models

Two Parameter Logistic Model

Birnbaum proposed u latent trait model in which the item character-
fstic curves take the form of two-parameter lngistic distribution
functions,

~Da(8-b

)
P(0) = 1+ e 8°y-1

|8.1’ 2‘ caey N

In this equation, gg(g) is the probability that an examinee with ability ¢

answers item g correctly, and hg ar> pacameters for iftem g, g =1, 2, ..., N,

P
n is the nuaber of ftems in the test. The pataneter ys is usually referred to

as the index of ftem difficulty. It represents the point on the ability scale

at which the slope of the ftem characteristic curve is a maxirum. The para-

meter a_, called iten discriminatic., is proportional to the slope of gg(g)

at the point 6 = b_. The constant D is a scalirg factor. (Usually we take

g
D= 1.7, to maximize agreement between the legistic model and the noreal-
ogive model (Lord, 1952).)

Careful fnspection of the model reveals an additicnal {eplicit
assumption characteristic of most latent trait models: guessing does not
oc~ur. That this must be so is apparent from the fact that as long as ag>0.

the probability of a correct response te an {tem decreases to zero as ability

decreases.
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One-Parameter Logistic Model (Rasch Model)

In the last decade, many researchers have become aware of the work of
a Danish Mathematician, Georg Raech, in the area of latent trait models
through his own publications (Rasch, 1960; 1966) and the papers of others
advancing his work (Wright, 1967; Wright and Panchapakesan, 1969). Although
the Rasch model was developed independently of latent trait theory and along
quite different lines, the particular form of the item characteristic curve
that he chose can be viewed as a one-parameter logistic model, a special
case of Birnbaum'a two-parameter logistic model in which all items are
assumed to have equal discriminating power and vary only in terms of

difficulty. The form of the iftem characteristic curve can be written as

-1a(6-b,)
pa(e) ~ (1 +e g ]'1, g=1, 2, «v4, n,

in which a, the only term not previously defined, is the cosmon level of
discrimination for the {tems. The restriction of a common discrimination
index results in a set of non-intersecting item characteristic curves which
differ only by a translation along the ability scale.

The assumption that all {tem discrimination parameters are equal is
extremely restrictive. BEvidence is available which suggests that in at
least some tests, unless the {teme are specially chosen, the sssumption will

be violated (Birnbaum, 1968, p. 402).

Purpose of the Reseatch
Although Birnbaua's logistic models have been known since 1957, there
have besn few applications to empirical data reported in the literature. In
one study, Ross (1966) found that the two-parameter logistic model fit the

data from six tests reasonably well., The tests varied in content, itea format,
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item difficulty and average inter-item correlations. On th; other hand,
Wright (1967) reports considerable success in fitting the onu~parameter
logistic model to test dsta. However, to this time, no reports have been
made of studies comparing the “fit" of the two models to the same set of
empirical data.

Other things being equal, it is clear that the two-parameter log-
istic model should predict the distribution of test scores better than the
one-parymeter logistic model. This must be 8o because the two-pararater
model mikes use of information that the one-pavameter model ignores, that
is differences among the {tems in discriminability. Given this fact one
might be tempted simply to discard the one-parameter model in favor of the
other. However, two valid reasons have been suggested for continuing to
use the one-parameter model (see, for example, Panchapakesan, 1969).
First, if items can be constructed which satisfy thce assumptions of the
one-paraneter model, then the test score consisting of the total number
of correct answers will be a sufficient statistic for estimating the exam-
fnee's ablifty, that is, tl.e number of correct answers contains all the
information relevant to the estimation of the exaninee's ability. This is
not true for more general logistic models (Birnbaun, 1968). Second, there
exist fast, 'numerically efficient procedures for obtsining estimatesn
of item difficulty and ability in the one-parameter model (Wright and Pan-
chapakesan, 1969). Unfortunately, numerically efficient procedures do not
exist for estimating the {ten parameters and adilities in the more general
logistic models.

In this study, the two models were compared with tespect to their
capacity to predict one characteristic of three diffetent sets of test data.

The characteristic was the distribution of statistics for estimating ability.

e o e . ot i+ i, i el



In the ong-parameter logistic model or Rasch model the statistic

for eptimating an examinee's ability 1s given by the formula,

n n
t= I Ugs whereas in the two-parameter model the formula {8 t = agug:
g=1 g=1

In these formulas, n is the number of items in the test, 8 fs the dis-

crimination index of item g and is one 1f ftem g has been answered

Yg
correctly and zero otherwise,

Por each set of test data and with each test model the observed and
expected distribution of statistics were computed. A measurement of
agreement between observed and expected distributions was obtained by
using the x? statistic. Comparisons were, then made between the x2: atatistice

to determine the gain in prediction by using the two-parameter model

rather than the one-parameter model with each set of test data.

Method

Description of Tests and Sample

The three tests chosen for analysis consisted of selected items
from the Verbal and MYathematics Seciion3s of the Ontariv Scholastic Aptitude
Test (OSAT) and the Verbal Section of the Scholastic Aptitude Test (SAT).
All three testa wera comdosed of five-option multiple~choice questions.
The Verbal Sections of the OSAT and the SAT included antonym, sentence
completion and analogy items. 1In addition the SAT contained reading
comprehension itens. The Mathematics Seciion of OSAT included itemas which
called for application of graphical, spatial, algebraic, and numerical
reasoning (OSAT Student's Handbook, [966).

items Iin the teat which were found to be too easv({.e. mote than

96X of examinees passed the item) or too difficult ({.e. fewer than AX
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of examinees passed the item) were removed. This action can be justified on
the grounds that such items provide very little information for the estimati.n
of an examinee's abilit; (Birnbaum, 1968). Moreover, these ftems would pro-
vide unreliable tetrachoric estimates of correlation with other {tems. This
unreliability might adversely affect the factor analysis of items done sub-
sequently. Only 45 items of the Verbal Section of OSAT and 20 items of the
Mathematics Section of OSAT were retained for further analysis. It was not
necessary to remove any itemg from the SAT; however, only the first 80 items
fn the test were used in the analysis.

For the two sections of OSAT under investigation, a spaced sample (1 in 30)
was chosen from the total group of examinees who took tha test in Ontario in
1966-67. The resulting sample size was 1319. For the SAT, administered in 1964,
a stratified random sample of 1208 examinees was choven from the sample of 2862
used by Lord (1968). In our sample, the proportion of examinees whose scores
fell within score intervals of 10 points (0-0, 10-19, etc.) were the same as the
proportions observed {n the total group of 103,375 examinees that took the

complete test.

Dinensionality of the Tests

One of the assumptlons underlying the logistic test models is that the
ftems in the test to which the model 18 applied measure only a single latent
trait. The assumption can rarely be true, but in many practical appiications
fty validity 18 d'*ficult, {f not impossidle, to test. Thls follows from the
fact that the dimensionality of a set of iteas depends, among other things
upon the particular choice of correlation coefficient to be analyzed.

Analysis of phi correlations, usually leads to more factors than if tetrachoric
correlations are used {scc the discussion of the difficulty factor problem by
¥NcDonald, 1965, 1967). With tetrachoric correlations, the fact that an

fater-item inter-correlation mateix has a single factor is a sufficient dut,




unfortunately, not a neceasary condition for the acceptance of the unidimen-
sionality assuxption (Lord and Novick, 1969).

One way to estimate the dimensionality of a set of test {items is to
perform a principal components analysis on the matrix of tetrachoric item
intercorrelations, plot the eigenvalues to estimate the number of common
factors, and then perform a principal axis common factor analysis (Green,
1966) . The plots of the first 15 eigenvalues for each of the three tetra-
choric item correlation matrices are shown in Figures 1, 2, and 3. 1t {s
dramatically apparent that the first unrotated factor in each test was
dominant. For OSAT-Verbal, the first factor accounted for 22.1X of the total
variance, for OSAT-Math, 31.7X and for SAT-Verbal, 20.5%. However, it is
certainiy true that more than one factor would need to be retained for each
test for an acceptable factor solution. For OSAT-Verbal and SAT=Verbal it
would prokably be necessary to retain at least three factors aud for OSAT-
Math, at least two factors. Nevertheless, because of the dominant first

factor, the decision vas made to proceed as if each test was unifactoral.

Itetm Parameters and Their Bstiwmation

Various methods have been suggested for the esti{mation of the para-
meters of the logistic model. The procedure followed here is the one out-
lined by Lord and Novick (1968). To sfaplify the computations involved in
making the estimates, {t is assumed that the underlying ability is normally
distributed. 1t 1s then possible to express the indices of ftem difficulty,
98’ and item discrimination, [ from the two-parameter logistic model fn terms
of the classical indices of item difficulty, 1%’ (vhere 2g 18 the proportion

of people in the population correctly answering an item) and item discrim-

fnation, pg, (wherelg8 fs the biserial correlaticn between scotes on the item
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‘Big,1--The fifteen largest latent reots 1 in order
of size for the correlation matrix of 45 selected
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Fig.2--The fifteen largest latent roots Ar in order
of size for the correlation matrix of 20 selected
items from the Mathematics Section of OSAT.
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of size for the correlation matrix of 80 selected
items from the Verbal Section of SAT.
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and the latent ability) g =1, 2, ..., n (Lord and Novick, p. 377). The

equations for ag and 98 are

o]

4 1l -1 é
ag = ;ftj‘:; and b8 88 N (ng)/1 + a8 ,
v g

where_Erl(Eg) is the normal deviate corresponding to Ig' g=1l, 2, ..., N,
Assuming that the items measure a single ability, the loading of each

item on the first component in the principal component anélysis can be taken

as an estimate of 28' This follows from the fact that the loading

is the correlation between scores on the item and scores on the first com-

ponent in the sample of exiwminees. From 23' an estimate of 2g can be computed.

The best estimate of m, is the propoertion of examinees in the sample who

8

answer jtem g correctly. With an cstimate of L and ég’ it is then possible

to compute an estimate of Eg. The estimated item parameters ag and gg along

with the estimated values of L and Lg for each of the three tests are
summarized in Tables 1, 2, and 3.

In the case of the one-parameter logistic model where it was only
necessary to estimate a common level of item discrimination a for each item,

the geometric meaa »f he 's estimated for the two-parameter logistic model

ag
was used. (The geometric mean was used rather than the arithmetic mean
because it seemed to lead to slightly better predictions of the observed
score distributions. However, for none of the three tests, was the differ-
ence between the two means greater than .03). In OSAT-Verbal, Eiwas equal
to 0.51; in OSAT-Mathematics E:was é;ﬁal to 0.66; and in SAT-Verbal, a was
equal to 0.48.

In Table 4 is a summary of certain statistics for each of the three

tests under {nvestigation.
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TABLE I

Item Parareters Estimated for 45 Selected Items
from the Verbal Section of OSAT
‘ (Sample Size = 1319)

(T T T T T T T R R PP AT A P PPt e P P TP P PP P2 3 112 0 ¢ -3 31 2.1 1 3 3 FF §-3-F -4
IIt.em Ty Pg ‘ bg ag Item Tg g bg ag
" 84 .39 -2,57 .42 24 .44 .64 .24 .83
2 .62 .35 - .87 .38 25 14 .59 1.85 72 -
3 43 .36 .49 .39 26 .14 .63 1,72 .81
4 .19 .32 2,74 .34 27 .32 .46 1.02 .52
5 .19 .37 2,35 .40 28 .32 .52 .95 .61
6 .60 N VA | .79 29 .92 42 =3,30 47
7 .53 8- ,08 72 30 .66 43 - .96 .48
8 .63 .50 - .67 .57 31 40 .37 .67 40
9 41 40 .57 4 32 .04 .36 4,95 .38
10 .43 .38 46 41 33 .23 49 1.49 .57
11 .70 .65 - .76 .86 34 .27 46 1.33 .52
12 49 .61 .04 .76 35 .90 .37 -3.45 .40
13 .77 45  =1.66 .50 36 .77 47 -1.51 .53
14 .37 46 .71 .52 37 .59 A4 - .51 49
15 .19 .31 2,79 .33 38 45 .43 .30 47
16 .15 .32 3.30 .33 39 .27 .53 1,23 .62
17 .81 .66  ~1,33 .88 40 .04 .38 4,61 41
18 45 .54 .23 .65 41 .81 46 -1.83 .52
19 b .63 .24 .80 42 .62 .34 - .92 .36
20 .62 A1 - 76 45 43 .39 .50 . .55 .58
21 .40 34 0 .73 .37 b4 .51 .55 - .05 .66
22 .25 .23 3.00 .23 45 .24 43 1.63 .48
23 .82 45 =2,06 .50
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TABLE 2

Item Parameters Estimated for 20 Selected Items
from the Mathematics Section of OSAT
(Sample Size = 1319)

Item n-8 Pg b8 8-8
1 .84 .43 -2.34 47
2 .68 .40 -1,19 .43
3 .82 .52 -1.75 .61
4 .38 .64 .43 .83
5 .20 .58 1.38 .72
6 .77 .36 -2.08 .38
7 .72 .48 -1.30 .54
8 .65 .67 - .57 .91
9 47 .67 .08 .89

10 .16 .67 1.47 <1

11 .85 b4 -2.27 49

12 .80 .57 ~1.46 .70

13 .70 .54 - .97 .64

14 .60 .74 - .3 1.11

15 .17 .61 1.58 .76

16 .84 .54 ~1.84 .64

17 .76 .67 -1.04 .91

18 47 .56 13 .67

19 .18 .55 1.65 .66

20 .10 44 2,78 .49
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TABLE 3

Item Parameters Estimated for the First 80 Items
from the Verbal Section of SAT
(Sample fize = 1208)

Itep ng pg b8 a8 Item "8 p8 '28 %8
1 .87 .47 =2.42 .53 41 .50 .42 00 48
2 .77 .37 =280 .40 42 .60 .29 - ,80 80
3 .78 .50 =-1.56 .57 43 .64 .56 - .63 .68
4 .68 .52 - .90 ,61 44 .45 .59 22,713
5 .45 .40 33 .43 45 .75 .32 =2.09 .34
6 .41 .57 40 .70 46 .57 .33 - .54 .15
7 .60 .53 - .48 ,62 47 .70 .23  =2.25 .24
8 .55 .23 - .57 .23 48 .83 .41 -2.33 45
9 .26 .59 1.10 ,73 49 .37 41 .82 44

10 .27 .63 798 .81 50 .63 .39 - .86 .42

11 .94 .39  =6.02 .42 51 .83 .49 -1.93 .57

12 .82 .58 =-1.58 .71 52 .84 .36 -2.79 .38

13 .75 .63 -1,07 .81 53 .72 .35 =-1.68 .37

14 .57 .54 - .32 .65 54 .62 ,29 -=1,07 .30

15 .28 .43 1.35 .48 55 .64 .28 -1.28 .29

16 .23 .42 1.76 .46 56 .54 .49 - .21 .56

17 .24 .38 1.81 .42 57 .23 .55 1.35 .66

18 .27 .34 1.76 .37 58 .22 .14 5.57 .14

19 .17 .37 2,58 .40 59 .86 .48 =2.24 .55

20 .23 .42 1.76 .46 60 .76 .38 -1.85 .41

21 .75 .37 -2.58 .41 61 .62 .63 - .49 .82

22 .76 .53 -=1.76 .63 62 .71 .52 =1.07 .61

23 .66 .45 -1.81 .50 63 .46 .55 .18 .65

26 .76 .39 -1.76 .43 64 .10 .41 3.13 .45

25 .62 .34 -2.58 .36 65 .26 .41 1.58 .45

26 .48 .55 1.76 .66 66 .16 .35 2,86 ,37

27 .78 .40 1.78 .44 67 .81 .46 -1.94 51

28 .30 .53 1.32 .62 68 .80 .45 -1.88 .50

29  ,15 .29 92 .31 69 .76 .41 =1.70 .46

30 .14 .24 1.79 .24 70 .72 .51 -1.13 .60

31,21 .52 .92 .60 71 .43 .52 .35 .60

32 .30 .52 .09 .61 72 .23 .43 1.7 .48

33 .40 .47 75 .52 73 .22 .36 2,13 .39

3 .60 .24 -1.00 .24 74 .27 44 1.39 .49

35 .75 .30 -2.29 .31 75 .25 .60 1.12 .75

36 .27 .39 1.60 .42 76 .68 .39 -1,19 .43

37 .58 .51 . - .40 .60 77 .47 .57 13,70

38 .21 .49 1.64 .56 78 .50 .44 .00 .49

39 .29 .55 1.00 .66 79 .41 .50 .45 .58

40 .29 .58 97 .70 80 .38 .50 61 .57




TABLE 4

Summary Statistics for the Three Tests

Number Numb
Test of umber Correct Difficulty (bg) Discrimination (ag)
Items Mean SD |KR-20 Mean SD Range Mean sp Range
OSAT"Math 20 11-16 3074 ‘77 -.38 1.47 5-13 069 119 074
SAT-Verbal 80 40,58 {11.90 94 ~.02 1.74 9.60 .50 15 .69

1Kuder-Richardson Formula 20 Estimate of Reliability
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Expected and QObtained Distributions

A general formula for computing sufficient statistics (called t scores in

n n
this study) is t = g“g/ z vo in which t is a waighted sum of the item res-
8’1 g=1
ponses Eg scored 0 or 1. The w Yo 's are the weights attached to the items;

they depend on the particular choice of a test model. In the one-parameter
model the weights are taken to have a value of 1. In the two-parameter
logistic model the most information about an examinee's ability is provided
if the weights are taken to be Qgg (Birnbaum, 1968).

The task was to predict the distribution of t scores from the best
fitting item parameters from the two test models for the three sets of

empirical data, The theoretical distributions were derived in th2 follow-

ing way. It is seen that
n

I wsPs(e)

B(to) = 82— (1
Iw
g=1 8

and

t wgpg(e)q (9)
Var(t|o) = &L (2)

n 2
i

E(t|8) is simply the expected t ncore for an examinee of ability 8.

Var(t|6) is the varfance of t scores for an examinee of ability 8. The
expressions in the denominators of (1) and (2) are introduced as scaling
factors. In this form, 0 5 E(t|8) 2 1. It is clear that E(t|6) and
Var(tIO) depend on the test model since for different models, Pg(e) and

gg will differ. The asymptotic distribution (as n, the number of items in

the test increases) of t for given § is normal.
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In order to obtain the expected distribution, it was assumed § was
distributed normally, with zero mean and unit varjance. This normal dis~
tribution was sectioned into 13 parts with toundaries at -3.25, -2.75,

«vvy 2,75 and 3.25, and the probabilities in each section were assigned to
the point -3.0, -2.5, ..., 2.5, 3.0, The values of E(tlei) and SD(t]Bi),
where SD(t|ei) =/ V;;?ETEIY. at the pointe 81 = -3.0, 85 = -2.5, ...,

813= 3.0, are summarized in Tables 5, 6, and 7 for the two test models and
the three sets of test data.

Since each conditional distribution of t given § is approximately
normal according to the theory (provided the test is long enough), the con-
ditional proportion lying between any two points t; and ;j(ti < tj) on the
t, score scale can be computed. By multiplying the conditional proportion
by the probability associated with the corresponding 6 and summing across 9,
the expected proportion of examinees in the sample lying between ty and £d
can be computed. If the expected proportion is multiplied by the sample
size, the resulting number is the'expected frequency of examinees scoring
between t; and Eﬂ'

The observed t score of each examinee froa the three gets of test
data for each of the test models was computed using the formula

n n
t= Zwu,/ZIw. Wtheach model, the appropriate scoring weights were

g=1 B8 g=1 B
used.
Scores on the t score scale were divided into 2] categories. For
analysis of OSAT-Math and SAT-Varbal test data, the width of each catégory
was .05. With OSAT~Verbal, the width of each category was 2/45. By

correctly locating the lower limit, t . of the bottom category for the

‘1!
analysis of each set of test data it was possible (with minor exceptions) to
ensure that the same number of possible test scores, 0, 1, ..., n, fell in

each category.
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TABLE 5
Distribution of Expected t Scores and Standard Deviation

of t Scores for Various Ability Levels with the
One- and Two-Parameter Models for OSAT-Verbal

TworParameter-Logistic Model: One-Parameter Logistic Model
Ability E(t[e) sp(t|e) Ability  E(t]e) sD(t|6)
~=3.0 .09 .04 -3.0 .10 .04

"2-5 112 -06 -2o5 -16 105

-2.0 17 .05 -2.0 .19 .05

~1.5 .23 .06 ~-1,5 24 .05
'—100 130 .06 -1-0 -31 IO6

~0.5 .38 .07 -0.5 .38 .05

0,0 W47 .07 0.0 .45 .06
‘0.5 .56 .07 0.5 .53 .06
1.0 .65 .06 1.0 .60 . .06
1.5 72 .06 1.5 .67 .06
2.0 78 .05 2.0 .14 .06
2.5 .84 .05 2,5 .79 .05
3.0 .88 .04 3.0 .84 .05
TABLE 6

Distribution of Expected t Scores and Standard Deviation
of t Scores for Various Ability Levels with the
One~ and Two-Parameter Models for OSAT-Math

Two-Parameter Logistic Model One-Parameter Logietic Model
Ability E(t]e) sp(t]e) Ability  E(t|e) sp(t|e)
-3.0 .09 .05 -3.0 .11 .06
-2.5 .13 Q6 -2.5 .16 .08
-2.0 .18 .07 -2,0 .23 .08
-1.5 +25 .08 -1.5 +32 .09
~1.0 .34 .09 -1.0 41 .09
-0.5 Jhé .10 -0.5 .50 .09
0.0 +55 .09 0.0 .59 .09
0.5 .65 .09 0.5 .67 .08
1.0 .74 .08 ‘1.0 «74 .08
1.5 .81 .08 1.5 .80 .07
2,0 .87 .07 2.0 .86 07
2,5 .91 .06 2,5 .90 .06
3.0 .95 .05 3.0 .93 .05
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TABLE 7
Distribution of Expected t Scores and Standard Deviation

of t Scores for Various Ability lLevels with the
One~- and Two-Parameter Models for SAT-Verbal

Two~Parameter Logistic Model 1 One~Paramater Logistic Model
Abilicy E(t|6) sp(t|8) Ability  E(t]|6) sD(t}6)
~3.0 .12 .03 -3.0 14 04
-2,5 .16 .04 =2.5 .18 .04
-2.0 .21 .04 -2.0 .24 .04
-1.5 .27 .04 -1.5 +30 04
-1.0 .34 .05 -1.0 .37 .05
=0.5 42 .05 -0.5 44 ' .05
- 0.0 .50 .05 0.0 .51 .05
0.5 .59 .05 0.5 .59 .05
1.0 .67 .05 1.0 .66 .05
1.5 75 .04 1.5 .72 .04
2.0 .81 .04 2.0 .78 .04
2.5 .86 .04 2.5 .82 .04
' 3.0 .90 .03 3.0 .87 .03
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With OSAT-Math, one test score fell in each category, with OSAT-Verbal, two
test scores fell in each category with Che exception of the extreme cate-
gories where four test scores fell in each, and with SAT—Verbél four test
scores fell in each category with the exception of the bottom category which
contained two test scores and the top category which contained three,

The expected and obtained t score distributions (in the 21 categorics)
with the one- and two-parameter logistic models were computed for the three

sets of test data.

Goodness~of~Fic

As a measvre of the goodness-of~fit between the observed and expected

score distributions using each test model, with the thrce sets of test data,

we computed the x? etatistic,

N (0,-E,)2
9y
XZ = ¥ -._E—i._ ' (3)
=1 1

where Oy is the number of examinees in the ith score group category, Eg
is the expected or predicted number of examinees in the 1Fh gcore group
category under the assumption thaot the test model under investigation is
the true one, and N is the number of categories over which the comparison 1s
to be made. Lazarsfeld and Henry (1968, p. ?7) emphasize a

point concerning the XZ statistic which bears on the present application.
The Ei's in equation (3) are not calculated from the true parameters but
rather from some estimate of the true parameters. Therefore, it is not
suggested that the resulting statistics should be ccmpared with tabled
values of the x? distribution. Rather, for « fixed number of categories,
N, it is possible to compare the relative size of xz for fitting a given

set of data with different models, Applying the rule suggested by
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Cochran (1954) categories at the extreme ends of the expected distribution
were combined to ensure that the expected numbers of examinees in each
category exceeded one. With each set of test data, the number of categories
was reduced from 21 to 17 by couabining the three categories at each end of

the expected and observed score distributions.

Results and Discussion
The goodness-of-fit results between the expected and obtained Afs-
tributfons with the different test models exn:zessed in terms of the x’
statistic for OB8AT-Verbal, O0SAT-Math and SAT-Verbal test data are summarirzed
in Table 8. The expected and obtained distritutions with each test model

and each set of test data are shown in Pigures 4 to 9.

YABLE 8

Coodness-of-Fit Results

AR AR AR S R AARSRRRIRASRERRERRAREARARRUNO AR AAEERERt R rR R R

Test Data Two-Parameter Logistic Model - One-Parameter Logistic Model
x? x2

0S5AT-Verbal 27.01 35.47

0SAT-Math 14.08 28.82

SAT-Verdal 63.97 70.38
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It 18 apparent from Table 8 that the more general the test model,
the better the fit between the observed and expected distributions, regardless
of the test. With each set of test data, there are losses in predicting test
performance when the one-parameter {or Rascli)) model is substituted for the
two-parameter model. The loss was greatest on the shortest test (0SAT-Math)
and smallest on the longest test (SAT-Verbal). These findings lend support
to Birnbaum's conjecture (1968, p. 492; that 1{f the number of items in a
test 1s very large the inferences that can be made about an examinee's abflity
will be very similar for'the one- and two-parameter logistic models.

The goodness-of-fit results reported in Table 8 reveal that generally
the best fits were obtained with OSAT-Math, somewhat poorer fits with OSAT-
Verbal, and the poorest fits with SAT-Verbal. It i{s noteworthy that the
best fits were obtained with the OSAT-Math test vhich, as indicated in the
methods section, appeared to be the most homogeneous test, 1. ea. the test
which came closest to satisfying the unidimensionality assumption which under-
1ies both logistic test models. The poor fits with the SAT-Verbal test can
be explained, partially at least, by an unfortunate choice of saaples. The
available SAT data was based on the first 80 items of the test, dbut the
observed-score distribution avatlable for the total group that took the SAT
wag based on the full test. Thus, before it was possible to choose our
gample 80 as to represent the tatal group, it was necessary to estimate the
observed-score distridution of the total group on the shorter test. This was
done by scaling down the test scores on the full test by a constant factor.
But since the majority of items omitted from the full test were difficuit
ones because they came at the end of the test, it {s apparent that scaling
scotes down {n the way we did would have the effect of ptoducing an estimated

score distribution on the 80-item test for the totel group that would be
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somewhat lower than it should have been, particularly for'studente of low and
average ability. Although this explanation may account, in part, for the

poor fits observed between the models and the data, the comparison between the
two models in predicting the test scores is still legitimate because the
error in estimation affects both test models.

There exist at least two additional extraneous reasons for discrepancies
between the observed and expected score diftributions uader both test models.
First, the models apply in theory only to non-speeded tests (Lord and Novick,
1968) . None of the three teats used in this study is highly speeded, but the
{tem analyses of the OSAT-Verbal and OSAT-Math tests suggest that thay are at
least partially speeded. Second, the two-parameter model of Birnbaum (1968)
and the one~parameter model of Rasch (1960; 1966) were developed for tests in
which guessing has a negligible effect on performance. 1t 18 hard t> imagine
a multiple-choice test where guessing does not play at least a small part in
deteraining the outcome of test scores, particularly for low ability examinees.
Birnbaum (1968) suggested an improvement on the twe-parameter logistic model
by adding a third parameter to take into account the level of guessing on each
ftem. While the three-parameter model has more intuitive appeal than the two~
parameter model, it raises the problem of estimating yet another item parameter.
Nevertheless, it is highly recommended that in future research the three-
parameter model be used for comparative purposes with the one- and two-para-
meter models in sftuations vhere guessing 18 known to be a factor in test
performance.

The foregoing points notwithstanding, the fact still remains that for
each set of test data studicd, there was a substantial improvement in the
agreement between model and data as a direct result of adding an ftea

discrinination parameter to the model. The results of this study suggest that
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the two-parameter model will provide greatest improvements over the one-
parar:ter model when applied to data from short tests where the variabilfity
of the discrimination paramaters is substantial. Whether the gains asre worth
the increased cost of solving for the parameters of the more complex model is

a question which requires investigation.

i A —— o it e
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